Chapter 9 – Reading Guide

“Regression Wisdom”

Getting the “Bends”: When the Residuals Aren’t Straight


The fundamental assumption in working with a linear model is that the relationship


you are modeling is, in fact, linear.  Often it is hard to tell from the scatterplot.  


Sometimes you can’t see a bend in the relationship until you plot the residuals.


To determine whether a linear model is appropriate, we examine the residual


plot.

Sifting Residuals for Groups


When we discover that there is more than one group in a regression, we may decide


to analyze the groups separately, using a different model for each group.  Or we can


stick with the original model and simply note that there are groups that are a little 


different.  Either way, the model will be wrong, but useful, so it will improve our


understanding of the data.

Subsets


Here’s an important unstated condition for fitting models:   All the data must come


from the same population.

Extrapolation:  Reaching Beyond the Data


Once we venture into new x territory, such a prediction is called an extrapolation.


Extrapolations are dubious because they require the very questionable assumption that 


nothing about the relationship between x and y changes even at extreme values of x 


and beyond.


Extrapolations can get us into deep trouble.  Don’t  become a fortune-teller!!

Outliers, Leverage, and Influence


Points whose residuals are large always deserve special attention.  A data point


can also be unusual if its x-value is far from the mean of the x-values.  Such a point


is said to have high leverage.  We know the line must pass through ( x,  y  ),   so you


can picture that point as the fulcrum of the lever.


We say that a point is influential if omitting it from the analysis gives a very different


model.

Do the “Just Checking” on page 208.

Lurking Variables and Causation


No matter how strong the association, no matter how large the R^2 value, no matter


how straight the line, there is no way to conclude from a regression alone that one


variable causes the other.  There is always the possibility that some third variable is


driving both of the variables you have observed.  With observational data, as opposed


to data from a designed experiment, there is no way to be sure that a lurking variable


is not the cause of any apparent association.

Working with Summary Values


Scatterplots of summary statistics show less scatter than the baseline data on individuals


and can give a false impression of how well a line summarizes the data.  There is no 


simple correction for this phenomenon.  Once we are given summary data, there is no


simple way to get the original values back.

Read the “Using several of these methods together” on pages 210-211.

Read the “What Can Go Wrong?” on pages 211-212.

Read the “What Have We Learned?” on pages 212-213

Assignment for Chapter 9:

Pages 214-221     #2,   9,   11,    18,    20,    30.

