Chapter 8 – Reading Guide

“Linear Regression”
1.  What is the difference between the notation y and the notation y hat?

2.  What is a residual?

3.  What does a negative residual mean?

4.  What does a positive residual mean?

5.  How do we determine the Line of Best Fit using residuals?

6.  Why do we square the residuals for the “Least Squares Line”?

7. The “Least Squares Line” /”Best Fit Line” should always go through which point?

8.  If the data for the x’s and y’s has been normalized (i.e. changed to z scores) then what point will the “Best Fit Line” go through always?

9.  Explain what the notation 
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means.




               zy = r zx    

10.  Fill in the blank.

Moving 1 standard deviation away from the mean of x moves us ______________the standard deviations away from the mean of y.

Moving any number of standard deviations away from the mean of x moves us ___________________ that number of standard deviations away from the mean of y.

Do the “Just Checking” on page 174   1 – 3 all.

11.  Read the history of the term regression in the green box on the left on page 174.

12.  Explain what the notation 
[image: image2.wmf] means.

13.  The percent of variability in y that is explained by x is _____________.

14.  What is r2 good for?

15.  The equation of a line in slope intercept form in general is what?

16.  The equation for the best fit line that we will be using for data is what?

17.  What is the formula for b1?

18.  What is the formula for b0?

 Note:  When reading a story problem with data, you should look at the question to see the unit analysis required.  Look for the word per.  Slope will be y-units per x-unit   

Note that changing the units does not change the correlation but does change the standard deviations.  

Note:  The y-intercept serves only as a starting value for the graph but is not a meaningful predicted value (ex:  a newborn baby at 0 yrs would not have a cholesterol level)

Do the “Just Checking” on page 178  4 – 7 all.

19.  There are three things we must check before doing a linear regression, what are they?

Note:  Some nonlinear data can be re-expressed by squaring or taking the log and then it will be useful.  (Next chapter)

Read through the “Step by Step Example” on pages 178-179.

20.  Residuals = Data – Model       What is the e notation that we use to represent this?

Note:.  e notation stands for error and is the variability not explained by the model.  When referring to the model we are referring to the “Best Fit Line”

21.  What should a residual plot look like?

Caution:  Once you do a linear regression, there is a set of residuals that are stored automatically in the list resid on your calculator.  It gets replaced if you run a linear regression on another set of data.  You cannot save the residual list.  You must run the correct regression before getting the residual plots.

22.  What does the standard deviation of the residuals measure?

23.  What is the symbol for the standard deviation of the residuals?

24.  What is the formula for the standard deviation of the residuals?

Variation

25.  If the correlation is 1 then the residuals = ______________and there is _________variation?

26.  If the correlation is 0 then the ________is the only predictable value.

27.  r2 is the fraction of ______________________________________.

28.  1- r2 is the fraction ________________________________________.

29.  If r2 is zero means what?

Note:  The r squared value is the percent of variability of the x variable that is explained by the variability of the y variable..

See the green box on page 183.   Is .80 correlation twice as much as .40 correlation?

Note:  r squared is the first value we look at to see if the linear model is even worth looking at.

Note:  Regression equations are not reciprocating.  You cannot explain the y variable by the x variable if you have done the regression on the x variable in relationship to the y variable.  You must start the regression from scratch again.  Make sure you know the response and explanatory variables before you start doing the regression.

Do the “Step By Step Example” on pages 185-187 with Cereals.

Do the “TI-Tips” on page 187-188 and know how to do this for the test.

Do the “Just Checking” on pages 181 and 183    8 – 14 all.

Read the “What Can Go Wrong?” on page 189.

Read the “What Have We Learned?” on pages 190-191.

Assignment for Chapter 8:

Pages 192-199     #1,  7,  9,  23,  27,  29,  31,  42,  44,  45,  47.
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