Chapter 6 – Reading Guide

“The Standard Deviation as a Ruler and the Normal Model”

The Standard Deviation as a Ruler


The trick in comparing very different-looking values is to use standard


deviations.  The standard deviation tells us how the ______________


_______________ of values varies, so it’s a natural ruler for comparing


an individual value to the group.


The concept of the standard deviation as a ruler is not special to this course.


You’ll find statistical distances measured in standard deviations throughout


Statistics, up to the most advanced levels.  This approach is one of the


basic tools of statistical thinking.

Standardizing with Z-Scores

Expressing the distance in standard deviations standardizes the performances.


To standardize a value, we simply subtract the mean performance in that


event and then divide this difference by the standard deviation.  We can


write the calculation as






Z = 


These values are called standardized values, and are commonly denoted


with the letter z.  Usually, we just call them Z-scores.


Standardized values have no units.  Z-scores measure the distance of each


data value from the mean in standard deviations.  A Z-score of 2 tells us


that a data value is 2 standard deviations about the mean.


Data values below the mean have negative z-scores, so a z-score of – 1.6


means that the data value was 1.6 standard deviations below the mean.


Of course, regardless of the direction, the farther a data value is from the


mean, the more unusual it is.


When we standardize data to get a z-score, we do two things.  First, we


shift the data by subtracting the mean.  Then, we rescale the values by dividing


by their standard deviation.  We often shift and rescale data.

Do the “Just Checking” on page 107.

Shifting Data


When we shift the data by adding (or subtracting) a constant to each value,


all measures of position (center, percentiles, min, max) will increase 


(or decrease) by the same constant.


Adding or subtracting a constant changes each data value equally, so


the entire distribution just shifts.  Its shape doesn’t change and neither


does the spread.  None of the measures of spread we’ve discussed – not


the range, not the IQR, not the standard deviation – changes.


Adding (or subtracting) a constant to every data value adds (or subtracts)


the same constant to measures of position, but leaves measures of spread


unchanged.

Rescaling Data

When we multiply (or divide) all the data values by any constant, all


measures of position (such as the mean, median, and percentiles) and


measures of spread (such as the range, the IQR, and the standard


deviation) are multiplied (or divided) by that same constant.

Do the “Just Checking” on page 110.

Back to Z-Scores


Z-scores have a mean of 0 and a standard deviation of 1.


*
Standardizing into z-scores does not change the shape of the



distribution of a variable.


*     
Standardizing into z-scores changes the center by making the



mean 0.


* 
Standardizing into z-scores changes the spread by making the



standard deviation 1.

Read the “Step-by-Step Example” on pages 110-111.

When is a Z-Score BIG?


How far from 0 does a z-score have to be to be interesting or unusual?


There is no universal standard, but the larger the score is (negative or


positive), the more unusual it is.


A model will let us say much more precisely how often we’d be likely


to see z-scores  of different sizes.  Of course, like all models of real world,


the model will be wrong – wrong in the sense that it can’t match reality exactly.


You may have heard of “bell-shaped curves,” Statisticians call them Normal


Models.  Normal models are appropriate for distributions whose shapes are


unimodal and roughly symmetric.  


We write N(      ,      )  to represent a Normal model with a mean of       and a 


Standard deviation of          .





Z = 


The Normal model with mean 0 and standard deviatin of 1 is called the 


Standard Normal model (or the standard Normal distribution).


Don’t model data with a Normal model without checking whether the


condition is satisfied.

Make sure you know the 68 – 95 – 99.7 Rule on page 113.

Do the “Just Checking” on page 113.

The First Three Rules for Working with Normal Models:


1. Make a picture  2.) Make a picture  3.) Make a picture.


To help you think clearly, a simple hand-drawn sketch is all


you need.  Even experienced statisticians sketch pictures to help


them think about Normal models.  You should too.

Read the “Step-By-Step Example” on pages 114-15.  Be prepared

to use this example on the upcoming test.

Finding Normal Percentiles


We can look up in a table of Normal percentiles or use technology


to find the values that we need.  We first convert our data to z-scores


before using the table.

Read the “Ti-Tips” on pages 117-118 on how to Find Normal 

Percentages on your calculator.   Be prepared to use this on the

upcoming test.

Read the “Step-By-Step Example” on pages 118-119.  Be prepared

to use this example on the upcoming test.

Read the “Ti-Tips” on page 119 on how to Find Normal Cutpoints.

Be prepared to use this on the upcoming test.

Read the “Step-By-Step Example” on page 120.  Be prepared

to use this example on the upcoming test.

Read the “Step-By-Step Example” on pages 121-123.  Be prepared

to use this example on the upcoming test.

Are you Normal?  Find Out with a Normal Probability Plot.

Read the “Ti-Tips” on page 125 on how to Create a Normal

Probability Plot.  Be prepared to use this on the upcoming test.

How Does a Normal Probability Plot Work?


A Normal probability plot takes each data value and plots it against


the z-score you’d expect that point to have if the distribution


were perfectly Normal.  When the values match up well, the line is


straight.  If one or two points are surprising from the Normal’s 


point of view, they don’t line up.  When the entire distribution


is skewed or different from the Normal in some other way, the


values don’t match up very well at all and the plots bends.

Read the “What Can go Wrong?” on page 126.

Read the “What Have We Learned?” on pages 127-128.

Assignment for Chapter 6:

Pages 130-133    #18,  24,  25,  29,  31,  32,  38,  40,





    42,  48.
