Chapter 27 Reading Guide

“Inferences for Regression”

The Population and the Sample:

When we found a confidence interval for a mean, we could imagine a single, true underlying value for the mean.  When we tested whether two means or two proportions were equal, we imagined a true underlying difference.  But what does it mean to do inference for regression?  ………..To do that, we imagine an idealized regression line.

We know that this model is not a perfect description of how the variables are associated, but it may be useful for predicting and for understanding how it’s related.


We know that least squares regression will give reasonable estimates of the parameters of this model from a random sample of data.  Our challenge is to account for our uncertainty in how well they do.  For that, we need to make some assumptions about the model and the errors.

Assumptions and Conditions:


Back in Chapter 8 when we fit lines to data, we needed to check only the Straight Enough Condition.  Now, when we want to make inferences about the coefficients of the line, we’ll have to make more assumptions.  Fortunately, we can check conditions to help  us judge whether these assumptions are reasonable for our data.  And as we’ve done before, we’ll make some checks after we find the regression equation.


Also, we need to be careful about the order in which we check conditions.  If our initial assumptions are not true, it makes no sense to check the later ones.  So now we number the assumptions to keep them in order.


1.)  Linearity Assumption



Check the scaterrplot.  The shape must be linear or we can’t use linear 



regression at all.


2.)  Independence Assumption


Check the residuals plot (1).  The residuals should appear to be randomly



scattered.


3.)  Equal Variance Assumption

Check the residuals plot (2).  The vertical spread of the residuals should



be roughly the same everywhere.


4.)  Normal Poplulation Assumption

Check the  histogram of the residuals.  The distribution of the residuals



should be unimodal and symmetric.

Read through the “For Example” on pages 653-654.  This is a great example to use to demonstrate how important it is to check all of the assumptions.

Which Comes First:  the Conditions or the Residuals?


In regression, there is a little catch.  The best way to check many of the conditions is with the residuals, but we get the residuals only after we compute the regression.  Before we compute the regression, however, we should check at least one of the conditions.


So we work in this order:


1.)  Make a scatterplot of the data to check the Straight Enough Condition.  If the

 
      relationship is curved, try re-expressing the data.  Or stop.


2.)  If the data are straight enough, fit a regression and find the residuals,  e   ,  and

   
      predicted values,  y .


3.)  Make a scatterplot of the residuals against  x  or the predicted values.  This

    
      plot should have no pattern.  Check in particular for any bend, which would

  
      suggest that the data were not all that straight after all.  Check for any 


      thickening (or thinning), and, of course, for any outliers.  If here are outliers


      and you can correct them or justify removing them, do so and go back to 


      step 1, or consider performing two regressions – one with and one without


      the outliers.


4.)  If the data are measured over time, plot the residuals against time to check


      for evidence of patterns that might suggest they are not independent.


5.)  If the scatterplots look OK, then make a histogram and Normal probability


       plot of the residuals to check the Nearly Normal Condition.


6.)  If all the conditions seem to be reasonably satisfied, go ahead with inference.

Read through the “Step-By-Step Example” on Regression Inference on pages 655-656.  This process will be on the test.

Intuition About Regression Inference

Wait a minute!  We’ve just pulled a fast one.  We’ve pushed the “regression button” on our computer or calculator but haven’t discussed where the standard errors for the slope or intercept come from.  Read on to find out.  (bottom of page 656)


Pay attention to the spread around the line when looking at your regression.  The spread around the line is measured with the residual standard deviation, s    .

Standard Error for the Slope


Three aspects of the scatterplot, then, affect the standard error of the regression slope:


1.)    Spread around the line:    s


2.)    Spread of  x  values:     s


3.)    Sample size:     n

Pay attention to the shared formulas for standard error and regression slopes on pages 658-659.

What About the Intercept?

The same reasoning applies for the intercept.  Pay attention to the formula for the intercept, but often the value of the intercept isn’t something we care about.  The intercept usually isn’t interesting.  Most hypothesis tests and confidence intervals for regression are about the slope.
Regression Inference

Read through the “For Example” Interpreting a regression model on page 660.
Read through the “Just Checking” on pages 660-661.  

Another Example

Every spring, Nenana, Alaska, hosts a contest in which participants try to guess the exact minute that a wooden tripod placed on the frozen Tanana River will fall through the breaking ice.  The contest started in 1917 as a diversion for railroad engineers, with a jackpot of $800 for the closest guess.  It has grown into an event in which hundreds of thousands of entrants enter the guesses on the Internet and vie for as much as $300,000.


Because so much money and interest depends on the time of breakup, it has been recorded to the nearest minute with great accuracy ever since 1917.  And because a standard measure of breakup has been used throughout this time, the data are consistent.  An article in Science used the data to investigate global warming – whether greenhouse gasses and other human actions have been making the planet warmer.  Others might just want to make a good prediction of next year’s breakup time.


Look at the shared data of the rat of change (if any) and use it to make better predictions.

Read through the “Step-By-Step Example” about Regression Slop t-Test on 

Pages 662-664.  

Make sure you know how to do the TI-Tip on pages 664-665.  This is showing you how to do regression inference on your calculator.   Very important.

Standard Errors for Predicted Values.

Read through this section carefully.  Keep in mind this distinction between the two kinds of confidence intervals:  The narrower interval is a confidence interval for the predicted mean value at   x     , and the wider interval is a prediction interval for the individual with that  x – value.
Read through the “For Example” Finding confidence intervals for predicted values on page 667.

Read through the “Math Box” on page 668.   This shows how the formulas are developed.
Read through the “What Can Go Wrong” on page 669.  

Read through the  “ What Have We Learned” on pages 670-671
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