Chapter 26 – Reading Guide

“Comparing Counts”

“Chi-Squared Tests”
1.  What does the Goodness of Fit test analyze?

2.  What are the conditions for all Chi-Squared tests?

3.  What is the formula for residuals?

4.  Why do we square the residuals before summing them?

5.  What is the formula for the Chi-Squared statistic?

6.  What is the formula for the degrees of freedom for Chi-Squared statistics?

Note:  There are no confidence intervals when doing Chi-squared tests.

Note:  You must not state a less than or greater than result, just state DOES NOT FIT THIS MODEL.

Read the Step By Step on pages 622-623 and p610.

Read through the Chi-squared calculation by hand on pages 623-624.  

Complete the Ti-Tips pages 624-625  and be able to do on the test.

7.  Read “How Big is Big?” on pages 625-626   Draw the Chi-Squared Distribution  for the following degrees of freedom:


A.  6


B.  10

Label the mean and mode for each graph above.

Note:  the mode of the chi-squared graph is located at degrees of freedom – 2

And the mean is located right at the degrees of freedom.

Note:  When writing the Null Hypothesis that it is the theory you have and that the Alternative Hypothesis is that the theory does not exist.  WE NEVER CONFIRM THAT A THEORY IS TRUE.  WE REJECT THE THEORY OR FAIL TO REJECT THE THOERY, BUT NEVER ACCEPT.

REJECT = DATA ARE INCONSISTENT WITH THE THEORY

FAIL TO REJECT = DATA ARE CONSISTENT WITH THE THEORY

Part II:  Chi-Squared Test for Homogeneity

Note:  The 2 proportion Z Test = Chi-squared test for homogeneity.

Note:  The conditions are the same as those listed above for the Chi-Squared Test for Goodness of Fit except that the data does not have to be random.  We are not interested in generalizing to a big population on this test, just seeing if the existing data is homogeneous.

Null Hypothesis is to test to see if all groups are the same.

Alternative Hypothesis is to see if the groups are different.

Read the Step by Step on pages 629-630.  

8.  What calculator command do you use to find the p value once you know the Chi-Squared statistic?

Note:  When we reject then there is strong evidence that changes have occurred between groups.

9.  What is the formula for Standardizing Residuals?

Do the “Just Checking” on page 632.

Part III:  Chi-Squared Test for Independence

Recall from our previous definition of Independence that it occurs when P(A) = P(A/B).  Probability of A is equal to the probability of A given B.  

Read the Step By Step Example on pages 634 – 636.   Read this one carefully as the GREATER THAN 5 CONDITION IS NOT MET AND THEY SHOW WHAT TO DO WHEN THIS HAPPENS.

Null Hypothesis on these problems is that the data is independent.

Alternative Hypothesis is  that the data is not independent.

Read through the Examine Residuals pages 636-637.  Understand that we do this when we reject the null hypothesis to try to pinpoint the problem areas and report on them.

Do the TI-Tips on page 638 and heave a sigh of relief when you discover that all the work we did by hand for the previous Chi-squared test can be done using matrices on the calculator.

Do the “Just Checking”  on page 639.

10.  Read the “What Can Go Wrong?” on pages 639 – 640 and summarize.

Note:  We use the word ASSOCIATED when we reject the null.

Summary:

There are 3 Tests for Chi-Squared:


I.  Goodness of Fit with one variable and one sample.


II. Test for Homogeneity-for several groups and one variable.


III. Test for Independence-one sample with two variables.

All of these tests are for Categorical data only with counts.

Null Hypotheses Summary:


I.  Goodness of Fit



Null Hypotheses:  everything is equally likely to occur.


II. Test for Homogeneity



Null Hypotheses:  same results for 2 different groups


III. Test for Independence



Null Hypotheses:  no association between the 2 variables

Conditions


Greater than 5 for EXPECTED VALUES NOT OBSERVED.


Combine counts if necessary.


If only a small number of cells have less than 5 then proceed anyway and report later.

Note:  When you reject the statement you make will rarely be satisfying.  You found that they were different, but cannot pinpoint anything further.

Think of each component cell as the square of the Z-score so if the value is 3 or 4 then the Z score would be close to 2 so that would be our cut off for 95% significance.  In other words, cells with components greater than 4 arouse suspicion.

Note:  While Chi-Squared tests are all one sided, the squaring aspect of finding the statistic takes care of both tails.
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