Chapter 14 – Reading Guide

 “From Randomness to Probability”

Dealing with Random Phenomena


What is a random phenomenon?


What is a trial?


What is an outcome?


What is an event?


What is a sample space?

The Law of Large Numbers


What is the Law of Large Numbers?


What is the definition of probability?


What is empirical probability?

Note:  The Law of Large Numbers does not apply to short term behaviors.

The Nonexistent Law of Averages


What is the definition of independence?

Do the “Just Checking” on page 327.

Modeling Probability


What is theoretical probability?


What does the notation of P(0) mean?


What does the notation of P(1) mean?


What does the notation of P(A) mean?

Personal Probability


What is personal probability?

The First Three Rules for Working with Probability


1.)  Make a picture


2.)  Make a picture


3.)  Make a picture

Formal Probability


1.)  If the probability is 0, the event can’t occur, and likewise if it has probability 1, it



   always occurs.



   A probability is a number between 0 and 1.


           For any event A,   0 <  P(A)  < 1.

2.)  If a random phenomenon has only one possible outcome, it’s not very interesting


       (or very random).  So we need to distribute the probabilities among all the


       outcomes a trial can have.


       The Probability Assignment Rule:


       The set of all possible outcomes of a trial must have probability 1.


                                             P(S) = 1


3.)  Suppose the probability that you get to class on time is 0.8.  What’s the

                    probability that you don’t get to class on time?  Yes, it’s 0.2.  The set of

                    outcomes that are not in the event  A  is called the complement of  A, and is

                    denoted A^C.  


      This leads to the Complement Rule:



                                The probability of an event occurring

                                           is 1 minus the probability that it doesn’t occur.




             P(A) =  1  -  P(A^C)


4.)   Disjoint (or mutually exclusive) events have no outcomes in common.


        The Addition Rule states,




 For two disjoint events  A  and  B ,  the probability that one or the

   


 other occurs is the sum of the probabilities of the two events.



    P(A     B)  =  P(A)  +   P(B),  provided that A  and  B are disjoint.

5.)   The Multiplication Rule states,



 
 For two independent events  A  and  B, the probability that both




 A  and  B  occur is the product of the probability of the two events.




P(A    B) =  P(A)  X   P(B),   provided that  A  and  B  are independent.

Do the “Just Checking” on page 333.

Read the “Step-By-Step Example” on pages 333-335.

Read the “What Can Go Wrong?” on page 335.

Read the “What Have We Learned?” on pages 336-337

Chapter 14 Assignment:

pages 338-341    # 3,  4,  5,  6,  7,  10,  13,  16,  19,  21,  23,

                            # 31,  35,  42,  43.
